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Motivation: Failures in Distributed Systems

Failures are a fact of life

Especially in distributed
systems

Developer has to deal
with that possibility

CatchAndRetry — make
error recovery easier




Availability Errors

— Network disconnects
— Hardware failures
— Performance stutters

wall Info Photos Boxes ++

No Network

Transport error (#1001) while retrieving data from endpoint " fajax/privacy
Jconfirm_everyone_dialog.php': A network error occurred. Check that you are
connected to the internet.

wall Info Photos Boxes

HTTP Error

Transport error (#3020 ¢
Unknown HTTP error #3

Hey, your account is temporarily unavailable due to site maintenance. It should be
available again within a few hours. We apologize for the inconvenience.

Email:

Password:

IF you have Forgotten your password, chck here to reset ik,




Data Staleness and Consistency

[6] And she responds to
my 4th post. ‘0 mercer

March 12 at 7:07pm * See Wall-to-Wall

[5] Here I respond to her

B2 Georgia wrote on second post.

[4] This is her response to Windows 7. 64
varch 12 at 4:58pm * See Wall-to-Wa my second and third posts on A
sounds | Hiereh 1z st st s Walkto- el her wall. atibility.
Thought

n{ 2 hn March 12 at 1:42am * Comment * Like

oL
) e [2] This is her response
March 12 at 1:08am * See Wall-to-'Wa . . i
i to my first post on her

Note the exactly-identical items
that are not collapsed anymore.

[3] Here's two posts I
made on her wall
after she responded
4 Georgia wrote on AL to me the first time.

I;_zl (Georgia wrote on

« Cornment * Like * Join the Cause * Learn More [1] I made a
IE] Georgia wrote on s Wall, new friend &
@ Georgia and are now friends. © Comment - Like DOSted on her




How to Recover?

lgnore and continue optimistically
Retry (N times)
Retry with different parameters

Schedule the retry for a later time




CatchAndRetry lllustrated




Basic retry

try {
Console.WriteLine("reading file...");

// code to read a file from the network

} catch( StalenessException e ) {
// wait 5 seconds before retrying
Thread.Sleep(TimeSpan.FromSeconds(5));
Console.WriteLine("about to retry...");
retry; // retry once
Console.WriteLine("retried the read");




Retry Multiple Times

try {
Console.WriteLine("reading file...");

// code to read a file from the network

} catch( StalenessException e ) {
// wait 5 seconds before retrying
Thread.Sleep(TimeSpan.FromSeconds(5));
Console.WriteLine("about to retry...");
retry 3; // retry thrice
Console.WriteLine("retried the read");




Handle Retry Failure

try {
Console.WriteLine("reading file...");

// code to read a file from the network

} catch( StalenessException e ) {
// wait 5 seconds before retrying
Thread.Sleep(TimeSpan.FromSeconds(5));
Console.WriteLine("about to retry...");
retry 3; // retry thrice
Console.WriteLine("retried the read");
} fail {
Console.WriteLine("retry failed");

}




Recovery from Multiple Exceptions

try {
N DEYEIONK

} catch(NetworkConnectivityException e) {
Thread.Sleep(TimeSpan.FromMilliseconds(5));
retry 5;

} fail {
Console.Writeline("network failure");

} catch(StaleDataException e) {
RefreshData();
retry 10;




Parametrized Retry

int x = 10, y 100, z = 200;

try(x,y) {
Z = X TS

} catch(Exception ex) {

retry(x=5), 2;




Re-scheduled Retry

try {
// do something

} catch(

AvailabilityException e,
RetryFunction r)

// try block asynchronously
scheduleForLater(r);




A a;

try(a){

T;

} catch(Exceptionl ex1){
P1;
retry 3;

Q1;

} fail {

F1;

} catch(Exception2 ex2){
P2;
retry(a=a2);
Q2;

} fail {

F2;

} finally{

RS

}

De-sugaring

* Try block becomes a
parameterized delegate

* Every retry statements
leads to a retry counter

— Possible to alternate
between retries

— Gives an upper bound on
the number of retries




Facebook Examples




Getting a Friend List in FB (staleness)

try {
List<Person> f = friends.Get(person, staleness);

} catch (StalenessException ex){
Aspects.registerAspect(Facebook.PingServer,

new Task(delegate(){
// refresh from server
friends.Refresh(person);
})) .waitForCompletion();
// just retry
Console.WriteLine("Retryng after update...");

retry;




Server Availability

string protocol="HTTP";
try(protocol){
SendMessage(friend, message, protocol);
} catch(AvailablityException ex){
Thread.Sleep(TimeSpan.FromSeconds(5));
retry(protocol="HTTP");




CatchAndRetry Summary

Extensions of traditional try/catch/£finally

Focus on common types of distributed systems errors
— Availability
— Consistency

Present our vision for extending C#/Java/JavaScript

But also more experimental systems (Fluxo)




